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Studies on the cellular basis of perception and behavior have revealed fundamental new 
ideas concerning how information is encoded by the nervous system. lt is now possible 
to establish links between the activity of individual neurons and of neuronal ensembles to 
complex behaviors. There is still considerable debate, however, concerning the 
conceptual framework by which one should establish such linkage, and the symposium 
on Principies of Neural Integration was designed to frame the debate on severa! key 
Issues. 

The information carried by neurons can be expressed as a "rate code", in which all that 
counts is the number of action potentials per unit time, or as a temporal code, in which 
stimulus information is represented by the precise pattern of impulses over time. The 
timing of impulses for one neuron may reflect synchronization within an ensemble of 
cells participating in a larger network. The relative contributions of rate and temporal 
codes can be measured by using information theory, where the amount of information 
carried different components of cells' responses toa range of stimuli can be quantified. 
One argument for the need for temporal codes is to deal with the problem of how to link 
the components common to particular objects and to segment components belonging to 
different objects. lt is argued, altematively, that the linkage operation is reflected in 
changes in the firing rates of cells, whose response depends not only on the 
characteristics of local features but also upon the global characteristics of contours and 
surfaces within which those features are embedded. The issue of how one can identify 
multiple objects within a scene, may be dealt with by attentional mechanisms, where the 
scene can be dealt with one object at a time. 

Another irnportant issue is how sensory information is linked to motor output, and how 
extrapersonal space is represented. Two model systems that have provided irnportant 
information on these issues are the superior colliculus and the parietal cortex. Attention 
has played an irnportant role in this analysis, and has been considered along with 
intention as playing an irnportant modulatory role. 

A third issue explored in the symposium is the role of dynamic changes in cortical 
circuits and receptive fi.eld properties. Parallel studies in human psychophysics and 
cortical receptive field properties have demonstrated the role of context in shaping the 
perception of stimulus attributes, the role of experience or perceptual learning, and the 
role of visuospatial attention. These influences are seen throughout the cortical visual 
pathway, from the primary visual cortex to parietal cortex and to visual areas in the 
temporallobe. The circuitry underlying these different forms of plasticity include lateral 
interactions within individual areas and feedback connections from higher to lower order 
areas. 

The highest arder aspects of memory and perception have become much more accessible 
to study, and there are a number of elements in the higher arder properties of cells that 
are characteristic of cortical areas. Complex representations of object identity and of the 
local environment are represented in the temporal cortex and hippocampus. The 
interaction between high arder areas allow for the storage of this information, and 
interactions between high and lower arder sensory areas give the earlier stages much 
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more complex properties that .traditionally believed. Exploring the interaction between 
memory systems in the limbic areas and the higher order sensory areas in the temporal 
lo be is one of the greatest challenges in the field of neural systems. The joining together 
of behavioral analysis, responses of individual neurons and of neuronal ensembles, and 
mathematical models, is providing a groundwork for understanding the brain mechanisms 
of even the most complex percepts and behaviors. 
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Information Representation and Processing by Neurons in the Primate Brain 

Edmund T. Rolls 

Unive~ity of Oxford, Depanment of Experimental Psychology, Oxford OXI 3UD, England . Email : 
Edmund.Rolls@psy.ox.ac.uk 

The leve! at which information is exchanged between the computing elements of the brain is 

at the leve! of neuronal activity, for it is by the firing of neurons that inforrnation is conveyed to other 

neurons. This means that to understand brain comput.ation. we must understand how inforrnation is 

represented by single neurons and by populations of neurons, and what inforrnation is repnesented in 

different brain areas. Analysis of the way in which each brain area transforms the information it 

receives then provides a foundation on which to build comput.ational models of how the brain sol ves 

difficult problems such as vision (see e.g. Wallis and Rolls, 1997) and memory (see e.g. Ro lis. 1996), 

and also provides the data against which models of brain function must be tested (Rolls and Treves, 

1997). 

Analysis of the information in the spike trains of neurons. 

A number of laboratories have developed information theoretic approaches to th<: analysis of 

what is represented by neuronal firing, and how it is represented (e.g. Richmond, Hertz and Optican; 

Bialek: Rolls, Treves and Panzeri; see e.g. Rolls and Treves, 1997: Treves and Panzeri, 1995; Panz.eri 

and Treves, 1996). We have shown for example that much of the inforrnation in th<: responses of 

single neurons in the temporal visual cortex about which visual stimulus has been seen is cont.ained 

in the firing rale of thc neurons, and that much of the information is available in periods of th<: firing 

as shon as 50 or even 20 ms (Tovee, Rolls, Treves and Bellis, 1993: Tovee and Rolls. 1995; Rolls 

and Tovee, 1994). An analysis has also been developed of how infonnation about a single stimulus 

is related to the fuing rate of visual (Rolls. Treves, Tovee and Panzeri, 1997) and o1factory (Rolls. 

Critchley and Treves, 1996) neuron to that stimulus. The inforrnation theoretic approach has been 

developed for application to the activity of the responses of many neurons 10 the same stimulus, and 

it has been shown lhat the information rises approximately 1inearly with the number of neurons in the 

population . This means that th<: encoding is distributed, and that the number of stimuli thal can be 

encoded increases exponentially with the number of neurons in the population (see Rolls, Treves and 

Tovee, 1997: Abbott, Rolls and Tovee, 1996). This propeny is seen even with neurally plausible, dot 

producl, decoding. The implica! ion is that the code can be read off from this part of_ tbe visual system 

(and we ha ve shown also from populations of neurons in th<: hippocampus and secondary olfactory 

conex) jus1 by measuring the firing rates of smaU populations of neurons. Other laboratories have 

developed analysis techniques which show that in al leas! sorne pans of the conex, sorne additional 

information is available if the relative time of ftring of different neurons is t.aken into account. 

The firing rate distribution of neurons under natural conditions of stimulation is frequently 

somewhat similar ro an exponential distribuúon, with many low firing rates, sorne higher firing rates, 

anda few very high firing rates (Rolls and Tovee, 1995; Rolls, Treves, Tovee and Panz.eri, 1997). We 

have shown in more recen! worl< that the responses of inferior temporal conex neurons to natural 

visual stimulation (presented using a video recording) have a similar distribution. Although for sorne 

neurons the firing rate distribution resembles an exponential distribution, oflen there are too few very 

low rates for a good fit, and it is shown for the majority of the neurons that ·th<: exponential 

distribution in not staústically a good tít. To understand how the actual distribution could arise. we 

have developed a simple model in w¡.ich the firing rate reflects, al any given time. the amounl of 

curren! entering the ceU soma according to a threshold-linear activation function, and the activation 

arises from a large number of small independent sources (the inputs from each synapse to the neuron). 

With two main sources of variability in the inputs to the model, slow reflecting for example the 

changing stimuli, and fast including noise effects producing variability in the response to a given 

stimulus, clase fits to the actual distributions were produced by th<: model. We were also able la show 

that the efficiency of the represent.ation, measured by the ratio of the rate of transmitted information 

lo 1he maximal possible rale (with th<: same sparseness of neuronal firing), is moderately high, in the 

arder of 0 .5 - 0 .7. This finding was supponed by an analysis of data oblained when onc stimulus al 

a time was presented using a large set of 65 natural images. The model rnay account for the firing rale 

distributions of neurons in many pans or the brain during natural stimulation (Treves. Panzeri, Rolls, 

P:,..,,....,h "'""' W::-\rf" . m~n ~nhmitted) . 
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Modelling the computations óeñonned by oopulations of biologically realistic neurons with 
connectivity realistic for a given brain area. 

To help develop and test theories of how individual parts of !he brain operate, quantitative data 
on !he neuronal microconnectivity of !he atea. on !he properties of its neurons including their synaptic 
modiftability, and on the normal responses of neurons in that area, must be combined. Such models 
ha ve been produced (see Rolls and Treves, 1997) for example for !he hippocampus (Rolls, 1996) and 
for visual invariant object recognition (Wallis and Rolls, 1997). To analyse how !he system would 
work in real time (its dynamics), the biopbysical propenies of the neurons must be incorporated into 
the model. This has enabled !he eonclusion to be reached for example that an autoassociation network 
which could implement part of a memory system in the hippocampus could recall a memory from a 
partía! cue in as linte as two time eonstants of its synaptic connections, that is in perhaps 30 - 50 ms 
(Simmen, Rolls and Treves, 1996; Treves, Rolls and Simmen, 1997; Rolls and Treves, 1997). 

Abbon, L.F., Rolls, E.T. and Tovee, MJ. (1996) Representational capacity of face coding on 
monlceys. Cerebral Conex 6: 498-505. 

Panz.eri,S . and Treves,A. (19%) Analytical estimates of limited sampling biases in different 
information measures. Network 7:87-107. 

Rolls,E.T. (1996) A theory of hippocampa1 function in memory. Hippocampus 6: 601-620. 
Rolls,E.T. and Tovee,MJ. (1994) Processiog speed in the cerebral cortex and the neurophysiology of 

visual masking. Proceedings of the Royal Society, B 257: 9-15. 
Rolls,E.T. and Tovee,MJ. (1995) Sparseness of !he neuronal representation of stimuli in the primate 

temporal visual conex. Joumal of Neuroohysiology 73 : 713-726. 
Rolls,E.T., Critcbley,H.D. and Treves,A. (1996) The representation of olfactory information in the 

primate orbitofrontal cortex. Joumal of Neurophysiologv 75: 1982-1996. 
Rolls,E.T. and Treves,A. (1997) Neural Networks and Brain Function. Oxford University Press: 

Oxford. (Available September 1 October.) 
Rolls.E.T .• Treves,A. and Tovee,MJ. (1997) The representational capacity ofthe distributed encoding 

of informatioo provided by populations of neurons in the primate temporal visual conex. 
Experimental Brain Research 114: 149-162. 

Rolls,E.T .. Treves,A., Tovee,M. and Panzeri,S. (1997) lnformation in !he neuronal representation of 
individual stimuli in the primate temporal visual conex. Joumal of Computational 
Neuroscience, in press. 

Simmen MW, Rolls ET, Treves A (1996) On the dynamics of a network of spiking neurons. In 
Computations and Neuronal Systems: Proceedings of CNS95, eds. F.H.Eekman and 
J.M.Bower. Kluwer: Boston. 

Tovee,MJ., Rolls,E.T., Treves,A. and Bellis,R.P. (1993) lnformation encoding and the responses of 
single neurons in the primate temporal visual conex . Joumal of Neurophysiology 70: 640-654. 

Tovee,MJ. and Rol!s.E.T. (1995) Information encoding in short firing rate epochs by single neurons 
in the primate temporal visual cortex. Visual Cognition 2: 35-58. 

Treves A. and Panz.eri S (1995) The upward bias in measures of information derived from limited data 
samples. Neural Computarion 7: 399-407. 

Treves,A., Rolls,E.T. and Simmen,M.W. (1997) Time for retrieval in recurren! associative memories. 
Physica D, in press. 

Treves,A .. Panzeri,S., Rolls,E.T., Booth,M., and Wakeman,E.A. (1998) Firing rate distributions of 
inferior temporal conex neurons to natural visual stimuli: an explanation. (Submined) 

Wallis,G. and Rol!s,E.T. (1997) !nvariant face and object recognition in the visual system. Progress 
in Neurobiology 51 : 167-194: 
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THE IMPORT ANCE OF PRECISE TIMING IN CORTICAL INFORMA TION 
PROCESSING. Wolf Singer. Max-Planck-Institut für Hirnforschung, 
Dept. Neurophysiology,Deutschordenstr. 46, D-60528 Frankfurt 

One of the goals of neurobiological research is to understand how the brain constructs 
representations of its environment. Knowing the neuronal code of such 
representations is a prerequisite for any reductionistic explanation of cognitive 
functions such as perception, memory and learning. At present two hypotheses are 
pursued: One assumes that perceptual objects are represented by the responses of 
highly selective, object-specific neurons which are located at the top of hierarchically 
structured processing systems. The other favours the view that representations are 
distributed and consist of assemblies of cooperatively interacting neurons. A key 
feature of assembly coding is that individual neurons can participate at different times 
in different assemblies which greatly economizes the number of neurones required for 
the formation of different representations. This, however, requires a versatile 
mechanism of response selection which allows to associate in a highly flexible way 
subsets of distributed neuronal responses for further joint processing. Here, it will be 
proposed that synchronization of responses could serve as mechanism for the dynamic 
selection and binding of responses because it raises with great precision and without 
requiring time consuming temporal integration the saliency of responses containing 
synchronized epochs. Experiments will be reviewed which have been designed to test 
predictions derived from the synchronization hypothesis . It will be shown that feature 
selective neurons in the visual cortex can synchronize their discharges if activated by 
the outlines of the same visual object and that synchronization probability reflects 
sorne of the established Gestalt criteria for perceptual grouping. Evidence is further 
provided, that this synchronization is achieved at least in part by cortico-cortical 
association projections. The architecture of these connections is shaped during 
postnatal development by an experience dependent process. Experiments with 
strabismic animals suggest that cortico-cortical connections are selected according to a 
correlation rule and that modifications of these connections are reflected by altered 
synchronization probabilities. It is proposed that these modifications serve the 
experience dependent generation of new assemblies such as is required for perceptual 
learning. Data will also be reviewed from awake behaving animals that reveal clase 
correlations between the synchronization of cortical neurons and behaviour. In cats 
trained to perform a visual discrimination task zero-phase lag synchronization occurs 
among cortical areas involved in the task (visual, parietal, frontal) during task 
performance but not while the animal is at rest or consumes the reward. In strabismic 
cats exposed to stimuli causing interocular rivalry a clase correlation exists between the 
synchronization of neuronal discharges in primary visual cortex and perception . 
Responses that are perceived exhibit a high degree of synchronicity while responses 
that are excluded from perception desynchronize. lt is proposed that these results are 
compatible with the hypothesis that temporal relations between distributed neuronal 
responses play an important role in cortical processing. 
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Suggested reading: 

Munk, M.H.J., P.R. Roelfsema, P. Konig, A.K. EngeL and W. Singer (1996) Role of 
reticular activation in the modulation of intracortical synchronization. Science 272: 
271-274 

Neuenschwander, S., and W. Singer (1996) Long-range synchronization of oscillatory 
light responses in the cat retina and lateral geniculate nucleus. Nature 379: 728-733 

Roelfsema, P.R., A.K. Engel. P. Konig, and W. Singer (1997) Visuomotor integration ts 
associated with zero time-lag synchronization among cortical areas . Nature 385: 157-
161 

Singer, W. (1995) Development and plasticity of cortical processing architectures. 
Science 270: 758-764 
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Revealiog S tates of Brain by Single Units Activity 

M. Abeles, l. Gat, E. Seidmann and Y. Prut. Dept. of Physiology, and the Center 
for Neural-Computation, The Hebrew University, Jerusalem 
Israel. 

Firing properties of neurons are usually evaluated by averaging across 
many trials, or along prolonged durations. Here we present results obtained by 
two methods that point to instances at which specific changes occurred in single 
trials . The precise firing sequences (PFS), and the h.idden Markov model 
(HMM). Parallel recordings from severa! neurons forrn the frontal cortex of 
behaving monkeys were obtained by six metal micro-electrodes and spike sorting 
hardware. The monkeys were perforrning tasks of delayed localization in space and 
solving puzzle boxes. PFSs were detected by Jooking for excessively repeating 
sequences of3 spikes with precision of +/- 1 ms and duration ofup to 450 ms. Such PFSs 
were found in 24 out of25 recording sessions and 72 out of77 recorded units took part in 
one or more PFSs. PFSs were often associated with firing rate modulations 
but we encountered numerous cases ofPFS without any changes offiring rates and 
vice-versa. PFSs were associated with the monkeys' set in a way that 
could not be revealed by their responses. The activity of the single units was al so 
analyzed by two types ofHidden Markov Models. Both types revealed clear transitions 
among quasi-stationary states. The Model properties depends on the concomitant firing 
rates of severa! neurons. Although the HMM was based only on firing rates- it revealed 
changes of cross- correlations between pairs of neurons. The parameters of the 
underlying Markov model were specific to both stimuli and behavior. On the theoretical 
leve!, the PFSs can be explained by simple synfire chains, while the HMM suggests 
simple attractor neural networks. Both properties are consistent with reverberating 
synfire chain model. Experimental findings about the relations of precise firing patterns 
and cross correlations support the latter as the underlying mechanism. 

Supported in part by grants from the Israel Academy of Scicnces and thc Human Fronticr Sciencc Program . 
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The Visuomotor Transformation in Monkey Superior Colliculus. Robert H. Wurtz 
Laboratory of Sensorimotor Research, National Eye Institute, National Institutes of Health, 
Bethesda, Maryland, USA 20892-4435 

The superior colliculus represents a transition betweeh the visuomotor processing in the 
cerebral cortex and the generation of specific eye movements in the brainstem. The neurons 
within the colliculus that are likely to be related to this tr,ansition are the type referred to as 
buildup neurons . They increase their discharge before the onset of saccadic eye movements, but 
unlike the burst neurons that lie in the same interrnediate Iayers, these neurons show a gradual 
buildup in their activity as the onset of the saccade approar.hes. The neurons are also the best 
candidates to receive inputs from cerebral cortex becausl" they show the earliest change in 
activity before a saccade. Recent experiments indicate that tbese neurons might well represent a 
stage of processing before that related to generating a specific movement. 

Although many buildup neurons have a burst of activity that is tied to saccade onset, their 
buildup of activity is not dependen! on saccade generation. For example, their activity can be 
altered by changing the conditions for movement even before the saccade target is selected. In 
one ex.periment, increasing the number of targets, from which the correct target will eventual! y 
be selected, reduces the buildup activity. In another experiment, keeping the number of visual 
stimuli constant, but changing the probability that one will be the target, altered the buildup 
activity . The modulation in both experiments occurs before any selection of the correct target is 
made . Thus the buildup activity of these neurons is largely independent of the actual saccade 
generated. 

The fixation neurons at the rostral pole of the SC are most active during periods of fixation , 
rather than befare saccades, but they may represen! a rostral extension of the buildup neurons 
and may reveal an added property of the buildup neurons. We have recently measured the 
discharge of these neurons when we made small steps in the target Iocation, frequently small 
enough not to evoke saccades. Each of these neurons in the rostral colliculus had a peak 
increase in discharge for target steps of a given size into the contralateral visual field . In this 
respect these rostral fixation neurons are similar to the buildup neurons in the rest of the 
colliculus in that they increase their discharge with the introduction of an error between where 
the eye is and where the target is; the size of the error simply ranges from very small in the 
rostral colliculus (fixation neurons) to progressively larger in the more caudal colliculus (buildup 
neurons). Furtherrnore, this error may be used for generation of more than just saccades: 
neurons that change their discharge with small errors in the rostral colliculus show such a change 
with the generation of smooth pursuit eye movements as well as small saccades. 

The discharge of the buildup neurons can therefore be interpreted as providing an error 
signa! for movement. This error rriay 'be used for the generation of saccades, and the burst cells 
may be a subsequent stage in the processing related specifically to saccade generation. Change in 
gaze with coordinated eye and head movement and the control of reaching movements might be 
other outputs using this error signa!. Pursuit as well as small saccades can result from small 
errors. Thus these buildup neurons may provide a geneñzed error signa! for movement, and this 
leve! of processing in the superior colliculus may precede that devoted exclusively to the 
generation of saccadic eye movements. 
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What ls Represented By The Activity Of Neurons Forming The Motor Map(S) Of The Primate 
Superior eolliculus? ehanges In Gaze? Eye Movements? Head Movements? A Research Strategy For 
Answering A eomplicated Question. 

David Sparl<.s 
Division of Neuroscience 

Baylor eollege of Medicine 
Houston, TX 77030 

Microstimulation of the primate superior colliculus (Se) produces changes in gaze that m ay involve 

coordinated movements of the eyes and head. The latency, velocity, and relative contributions of the 

eye and head to the stimulation-evoked changes in gaze are remarkably similar to amplitude-matched 

visually-guided movements. While the results of microstimulation experiments provide compelling 

evidence that the primate Se is involved in the generation of eye and head movements, they do not 

inform us about how the movements of the eyes and head are represented by the activity of individual 

neurons. Two possibilities seem most likely. The activity of cells in the se could represen! a signa! of th· 

desired change in gaze- a signa! that is subsequently decomposed into separate commands for the 

contrql.of the eyes and head. Altematively, one population of ce lis in the se could encode the desired 

change .in eye position anda separate population could encode the desired change in head position . 

Determining which of these possibilities is true is more complicated than a casual consideration of 

the problem suggests. Two majar factors complicate attempts to answer this question. First. standard 

correlational methods relating firing rate to movement metrics (direction and amplitude) cannot be use 

to determine if the discharge of individual cells is related to changes in gaze orto displacements of th< 

eyes or head. lnformation about the metrics of movements is not coded by the rate of discharge of SC 

cells. lt is the location of the active cells within a motor map, not the rate of discharge, that is the maje 

determinan! of movement direction and amplitude. The second complicating factor is that the 

movements of the eyes. movements of the head, and changes in gaze are not independent, but highl· 

correlated. Ascertaining whether the activity of a collicular neuron observed on a particular tria! is relatE 

to the change in gaze orto the eye or head ~omponent of the gaze shift is nota trivial task . 

In his dissertation research Ed Freedman examined the discharge of individual collicular neurons 

during three behavioral conditions which allowed a dissociation of the movements of the eyes. 

movement of the head, and changes in gaze. An analysis of cellular activity, based upon the location 

the cell within the active population, indicates that the activity of cells in the caudal se represents a 

command for a change in gaze, nota command to move the eyes orto move the head. M y talk will 

describe the analyses that led to this conclusion. 
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RICHARD A. ANDERSEN 

Division ofBio1ogy,.Caüfomia Institute 
ofTechno1ogy. Mail Code 216-76 
PASADENA. CA. 91125 (USA) 

Coding of lntention and S pace in the Posterior Parietal Cortex 

To look to or reach to visual stimuli we must traosform 
spatial seosory information into plans to make movements. The 
posterior pareital cortex (PPC) is idea U y placed for this function, 
since it lies between visual areas, which code spatiallocations, and 
motor areas, which execute movements. The PPC contains severa! 
subdivisioos which until recently have been regarded as higher arder 
sensory areas. In tasks wbere monkeys are required to plan eitber an 
eye oran arm movement, we ha ve found that different subdivisions of 
the PPC become engaged depending on the movement tbe animal plans to 
make. Area UP becomes preferentially active when the monkey plans an 
eye movement and a reach area (RA) nearby beco mes preferentially 
active when the monkey plans a reach. Thus, the "where" patbway of 
the visual cortex termina tes in an anatomical map of intentioos within 
the PPC. 

In another series of experiments we ha ve asked what happens 
when a monkey cbanges bis movement plans, without changing the locus 
of attention or the spatial destination of the plan. We 
find that activity shifts from LIP to RA when the monkey changes bis 
plan from an eye to an arm movement, and from RAto LIP when he changes 
from an eye to an arm movement plan. These shifts all occur prior to 
the animal perforrning any movement at all. lnterestingly, there is 
also a greater discharge when a monkey is in5tructed to change a plan 
than when he receives the same instruction but it only affirms the 
previous instruction. Thus PPC activity'also appears to play 
a role in the non-spatial shifting of movement intentions. 

The PPC also plays an importan! role in the representation of 
space. Many signals converge here for this purpose including visual, 
auditory, vestibular and somatosensory sensory signals, eye-, head-, 
and lirnb-position signals, and efference copy signals. These signals 
appear to be combined in a systematic rnanner, using gain field 
rnecbanisrns, in arder to form representations of space. Recent cell 
recording experiments from our lab indica te separate body- and 
world-coordmate representatioos in areas LIP and 7a respectively. 
Also we have recently found spatial deficits after LIP reversible 
inactivations which are in at least a head-centered coordinate frame. 
These inc!ude tbe ability to program sequen tia! saccades to remembered 
locations, and the selection of targets for eye movements. 
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Parietal Mechanisrns for Visuospatíal Attention. 

Mic~l E . Goldberg 

Laboratory of Sensorimotor Research, Nacional Eyc Insriroce, National Insriruces of Health, 
Bcrhesda, MD 20892--4435. 

Th_e lateral ina:aparictal area (LIP) is imponant in the gc.ncration of visuosparial attention and the 
guídance of eyc movements. lt has projections to the superior colliculus and from the frontal cyc 
fi7ld. Ir also has reciprocal connections with t:he inferior tempoia1 canex This lecture will deal 
Wlt:h two aspeclS of neuronal funcrion in LIP: l. The narure of the visual .response in LIP. 2. Thc 
mechanisms by which LlP maintaios a spatially accuratc representaúon of rbe visual world 
despire eye and head movcments. 

LIP neurons have visual receptive fields, and give brisk. responses to stimuli flashed in !.hose 
receptive field. Howevc:r. reccnt psychalogical evidonce (Yantis and Jonides, 1988) has shown 
that flashed stimuli cvok::e attennon in human subjccts. Since anention cnhanccs thc visual 
response of parietal neurons, it could be that the parietal response to a flashed rargct i.s more 
relatcd to the attentional dlan to the visual aspects of rhe wget To distinguish between thcse 
alternatives we trained monk:cy¡; on a s!.l.ble target taSk in which me monkcy vicwed a circular 
amy of cight symbols on a tangent screen. The symbols wcxe roughly 2 degrees in diameter, and 
diffcred in shape and color. The arra y Wll poritioned so tbat when thc monkcy fuated che center 
of th.c array ar least one of thc symbols was in the roceptive field of rhe neuron. When thc 
monkey madc a. saccade that b:rought a symbol into the reccprivc field, LIP neurons did noc 
necess:ary respond, despite the fact tbat thc retinal receptive field wu newly stimularcd by the 
symbol. LIP neurons reliably respond to stimuli brought into their receptive fields when rhose 
symbols are salienr for the animal. We uscd two st:ratcgies te make stimuli salient. In the fusc we 
insaucted the animal, befare the ucca.de, thar it would have to mak:c a mbsequent sa.c:cade tD the 
w:get. In the second we merely flashed thc targer onro the ¡creen between 500 and 2000 ms 
befare the sattade. In borh cases thc stimulus evokcd a response around the time of the suca.dc 
thar brought it into thc neuron's receprive field. 

In Ihe fust case tbe monkey a.c:rually malees a saccade ro thc wget that evok.es the response. In the 
second case the monlcey could intend to ma.ke a sa.ccade to rhe stimulus which might be canceled 
elsewherc in the brain. The activiry of tbc parietal neurons could therefore be considered as 
intcntion or motor planning. To discoant this possibility we trained animals to makc idcntical 
saccades to gaps in the array, whcre thcre was stimulus. Most LIP neutons, as opposcd to 
movemcnt neurons in the frontal eye field, do not rcliably rcspond di.scharge befare such learned 
sa.ccades. Thc:rcfore the RSpOnse of these neurons mwt be a visual response to the stimulus, and 
not related to thc intention or planning of a possible sa.ccade. Howevc:r, che repres.cntation of rhe 
visual world in LIPis sparse: objccrs which are not behav:ionilly salient are not represen red. 

Parietal neurons havc retinotopic reccptive fields. When the cye moves, the receptivc fields 
move in space. However, a rctinotapic represenmrion is inackquate for the saccadic systcm: 
hum;ms and monkcys can make fairly accurate saccades to succcssivcly flashcd targcrs, cven 
whcn there is a dissonance between the retinallocation of the target and the saccade nccessary to 

acqu~ it. Neurons in LlP can compensate for change~ in gaze. When a stimulus is ~ashed Í? a 
spatiallocarion that will be brought into a neuron's rcceptive fiold by ..¿x-me of an 1IDpe~1ng 
satta.de. LIP neurons will respond to thar stimulus, whethc:r oc not it is still present. . somenmes 
even befare the saccade. The neurons behave a.s if they predict that the srimulus will en_rer the 
receptive field. This predictive response occ~ also if thc spa.riallocarion of the flashed stl.lnu~us 
is brought intD the reccptive field by a smooth pursuit eye movement or eveo by the supprcsston 
of the vestibulo-ocular rdlex during passive head rota.tion. 
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Title: A synaptic view of space and time in visual cortical neurons 

Authors: Y ves Frégna!;, Vincent Bringuier, Frédéric Chavane and Larry Glaeser 

Equipe Cognisciences, Institut Alfred Fessard, CNRS, Gü sur Yvette, France 

To what extent the potential connectional envelope resulting from the high leve! of 
anatouúcal convergence and divergence offibers carrying sensory messages from one leve! of 
integration to the next can be compared with the classical functional assessment of a receptive 
field, is an issue which remains largely undetermined at the cortical leve!. Two constraints in 
wiring specificity, which may appear contradictory in terms of topological matching, 
represent two major facets of sensory integration in the thalamo-cortical pathway. One is a 
furmeling mechanism carrying out processing through local feedforward pathways and 
reentrant short-range connections. lts main role is to establish a retinotopic rnapping of the 
peripheral input onto the cortical structure. The second, mediated by the activation of long­
range connections and feedback projections from higher centers, might be reqwred to signa! 
global perceptual coherence across the visual field. Recent functional studies have shown that 
depending on the visual task to be solved by the visual system (e.g. orientation discrimination 
vs. orientation contrast detection) these various sets of connections - local, horizontal, 
feedforward or feedback - could be selected in a differential way in order to generate by their 
non-linear interplay the appropriate output ( orientation selective vs. orientation contrast 
selective firing; Sillito et al., 1995; review in Frégnac and BringlÚer, 1996). 

ln contrast with extracellular studies of visual receptive fields (RF), the recent 
development of intracellular techniques in vivo (sharp electrode or "blind patch") ideally 
allow experimenters to go beyond the leve! of description of the mínima! discharge field 
(MDF), and analyze the relative contribution of feedforward thalamocortical and lateral 
intracortical connectivity in the functional expression of a synaptic "integration field" 
(Fregnac and BringWer, 1996). We will present here data which demonstrate that the spatial 
sensitivity of visual cortical receptive fields described at the subthreshold leve! extends over 
much larger regions of the visual field than those previously established on the basis of the 
MDFsize. 

Previous extracellular analysis of visual cortical receptive fields (RFs) based on thc 
evoked firing rate of cortical neurons has revealed the existence of "unresponsive" surround 
regions by their modulatory effect on the cell's response to a test stimulus presented within 
the minimal discharge (Li and Li, 1994). Obtaining direct evidence for subthreshold 
excitatory and inhibitory regions extending beyond the classical RF requires methods for 
generating, recording, and detecting physiologically identified excitatory and inhibitory post­
synaptic potentials (EPSPs and IPSPs). Cells in area 17 of anaesthetized cats were recorded 
using sharp intracellular or whole-cell patch electrodes while providing pseudo white noise 
input (smalllight and dark bars flashed randomly in the visual field every 50rns). After a high 
pass filtering of the raw membrane potential record, local extrema whose relative amplitudes 
differ in succession by more than 500 11V were detected, and their dates of occurrence were 
used to forrn independent time series regrouping events of a given amplitude and polarity 
(depolarizing, hyperpolarizing, spike). 

Subthreshold receptive fi.eld maps were established by applying a modified reversc 
correlation analysis rnethod (RC) to each time series. The optirnization (for each positíon of 
the visual fi.eld) of the retrograde delays at which averaging of backward correlations wit~ thc 
discretized intracellular signa! is done, gives a prediction of the retina! origin of the vtsual 
input responsible for the postsynaptic activity of thc cell . We found that excitatory and 
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inhibitory receptive regions ranging from 1.5 to 60 times the area ofthe MDF (5-10° vs. 1 °of 
solid angle for foveal receptive fields). Excitatory profiles were consisten! with stimu1us­
locked waveform averages. Moreover, the RC technique revealed inhibitory regions, 
undetected using stimulus-locked averaging, which could be either within, surrounding or 
distinct from the MDF. The better sensitivity ofthe RC method in certain cases is dueto the 
fact that, although the reverse and forward analysis are mathematical1y reciprocals of each 
other, the reverse correlation is applied after detecting individual events using a procedure 
wlúch acts as a non-linear filter on the recorded membranc poten tia!. 

RC method allows in addition to compare RF maps obtained for events of different 
amplitudes. Amplitude thresholding techniques indicate that the lower the thresho1d, the 
1arger was the extent of the RF. Subthreshold responses becarne smaller in tenns of arnp1itude 
and energy, and showed 1onger latcncies of onset, the futher away the stimulus was from the 
zone of the MDF e1iciting the maximal firing rate. This description of a basin of subthreshold 
latencies centered on the core of the MDF could explain sorne of the resu1ts obtained by 
Grinvald and colleagues using optical imaging (Grinvald et al., 1994). 

Taking into account the cortical magnification factor of the retinotopic projection onto 
the plane of the layers in visual cortex, an "apparent speed of propagation" (ASP) was 
computed as the ratio of the distance in the cortical projection map divided by the difference 
in response 1atencies between the central and peripheral loci of stirnu1ation. The calculated 
ASPs, which ranged in our experiments from 0.02 to 0.95 m/s, is compatible with the 
conduction velocity along horizontal intracortical axons, which in tum is much s1ower than 
that of feedforward X- or Y- tha1amocortical axons or of sorne (but not all) feedback 
projections from lúgher arder visual cortical areas (Nowak and Bullier, in press). 

This work is supported by grants from rhe Human Frontier Science Program (RG/69-

938). the GIS Sciences de la Cognition and rhe CNRS. 

References: 

Frégnac, Y. and Bringuier, V. (1996). Spatio-temporal dynamics of synaptic integration in cat 
visual cortical receptive fields. In Brain Theory · Biological basis of computational 
principies. Ad Aertsen and V. Braitenberg (Editors), Elsevier, pp. 143-199. 

Grinvald, A., Lieke, E.E., Frostig, R.O. and Hidelsheim, R. (1994). Cortical point-spread 
function and long-range lateral interactions revealed by real-time optical imaging of macaque 
monkey primary visual cortex. J. Neurosci. 14: 2545-2568. 

Li, C. Y. and Li, W. ( 1994 ). Extensive integration field beyond the classical receptive field of 
cat's striate cortical neurons: classification and tuning properties. Vision Res. 34: 2337-2355. 

Nowak, L.G. and Bullier, J. (in press). The timing ofinforrnation transfer in the visual system. 
In "extrastriate cortex in primates", Kaas, J., Rochland, K. and A. Peters (ed.), Cerebral 
Cortex, Vo1.13. 

Sillita, A.M., Grieve, K.L., Jones, H.E., Cudeiro, J. and Davis, J. (1995). Visual cortical 
mechanisms detecting focal orientation discontinuities. Nature 378, 492-496. 



Instituto Juan March (Madrid)

29 

Dynamical Properties of Spatial Visual Processing in Human Observers 

Gerald Westheimer 
Division ofNeurobiology 
Urúversity ofCaliforrúa 

Berkeley, CA 94720-3200 

Because of the prorrúnence of orientation-selective receptive fields in the 
mammalian visual cortex, it is widely thought that there is a mandatory orientation-specific 
filtering of all visual signals. It is therefore important to be aware of the clear indications 
that the position of targets can be processed with exquisite precision in ways that suggest 
that there is a mecharúsm that deals with position as a prirrútive that is separate and 
distinguishable from that for orientation. Sorne evidence for this view is given in 
Westheimer (1996) . 

To study the mecharúsm by which the orientation attribute ofborders is 
developed, severa! experimental tools can be employed. The simplest and most powerful 
is the perturbation method where one measures the smallest discerrúble difference in 
orientation of a border. In addition, interactions in the domain of orientation can be 
employed as they are marúfest in, for example, orientation contrast effects or the tilt 
illusion; recogrúzed arúsotropies, such as the oblique effect, and masking paradigms can 
be used as well. During the course ofthe research one continuously keeps in mind current 
knowledge ofthe physiology ofthe early visual stages in the primate cortex in the hope of 
relating it to psychophysical findings, and vice versa. 

Using these tools, we outlined major aspects ofthe orientation-elaborating 
apparatus. lt can be addressed not only by explicit lines and edges, but also by a variety 
of other stimuli, such as single dots moving in a straight line, by stacks of orthogonal lines 
and by sorne stimuli without explicit oriented components, such as illusory contours and 
symmetrical pattems. But using the analytical tools described above, it is found that such 
stimuli vary considerably in their potency to signa! orientation. Lines, edges and 
symmetrical figures are best, and illusory contours are in fact quite poor. 

lnteresting results emerge when one measures the combined effect of small line 
elements. To produce optimum orientation sensitivity, short line segments have to be 
collinear (within a few arcmins in the fovea), can be up to at least 30 arcrrún apart but 
must be exposed within a few tens of rrúlliseconds. Greater time delays causes active 
inhibition, not just lack of binding. There are severe limits on the allowable contrast 
polarity. Masking stimuli must be lines, but they can be of any orientation or contrast or 
ocularity, and are most effective with a 50msec time delay. Large-field masks cause less 
impairment than smaller ones confined to the test area. 

Orientation sensitivity is poorer when the observer has to distribute attention over 
a number of stimuli or is uncertain about the time at which the test line is to appear. 
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Out of this arra y of findings there is beginning to emerge a view of orientation 
processing that accepts local processing (likely to be in VI) by a population ofrelated 
neurons with interaction among them. Distance and time parameters for optimal 
interaction are of the order of perhaps a degree or less in the fovea, and a few tens of 
milliseconds. But there are other factors involved, demonstrated by masking and 
uncertainty phenomena. The current challenge is to partition these among neural circuits at 
the beginning ofthe cortical visual stream and those further on, and the interchange of 
signals between them. 

Papers on these findings in the recent literature. 
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DYNAMTC PROPERTIES OF ADULT PRIMAR Y VISUAL CORTEX 

CHARLES D. GILBFJI.T 

THERoCKEFELLERUNIVERS!TY, NewYoRK, NY 10021, USA. 

Our ability to interprct visual scenc::; invo(vc::¡ a~sembling the componenl'i uf ubjcx.to; into 

a unified pcrcept and segregating them from bad::.ground, storing infollllalion about 

e<lflicr visual cxpcriences, and testing our interpretations of the visual world against 
incoming sensory input. Thc influcnces of contcxt, expericncc and expcctation are 
rd1ected in the response propcrties of cclls at carly stagcs in the visual pathway. Thc 

responses of cells in prinulry visual cortex (VI) depend not only on thc attributes of 
fe¡¡tures 1ying within the classica.l receptive fieid but also on tbe global characteristics of 
the contours and surfaces with.i.n which thesc fcatures are· embcdded. The substrate for 
lateral ioteractions includes a plexus of long range horizontal connections within each 
cortical area which links columns of similar orientation specificity and cells with widely 
separated n:ceptivo fields. The hori:c.ontal connections also play a role in thc plasticity of 
receptivc field structure and of cortical functiunal archilecture, induced ovcr long time 
scales by rctinallcsions, and over short ti.me scales by pattemed visual :;timulation. The 
long term changes are associated with synaptogenesis; lhe shurt Lerm t:hangt!s with an 
increuse in synaptic effectiveness. The lateral intcractions observed within V 1 may 
represent the substrate fur Hnlagé and segmentation of contours and for fill-in of 
surfaces. Studics on perceptual leaming show specificity for slimulus configuration and 
spatial posit..ion, suggcstive of involvemcnt of early visual processes. In area Vl somc 
cells show tuning rur Lhe contexrual pattcros prcscnt in the trai.ned stimulus, which may 
account for the specificity uf perceplual learning for thc traincd configuration. Thc 
differcnce in tuuing seen when the animal is aclively performing the discrimination task. 
as comparcd with the tuning seen under passive fi.x.ation, suggests that the cortical 
changes ondcrlying pcrceptualleaming may be task dependenl Expectation of a stimulus 
influences one's ability to discriminate its attributc$, representing another level of 
mutabilily of cortical function. This mutability is seen in Vl as a modulation of 
contextua! influences. The implied mechanism is an intcraction bctwccu fccdforward 
mechanisms, as n:presented by i.ntrinsic Jong-range interactions within Vl, and feedback 
connections from bigher order cortical arcas. The implication of the effecl" of l.r.Uning 
and ex.pectalÍon is that vision is an active process, and that understanding the 
physiolugical bas-is of pcrccption requircs doing electrophysiology while the subject i~ 

interpreting Lhe visual enviroDlllcot Thc dynamics of cortical functioo. persist throughout 
adulthood, implying a that neurons represent active:: filtcrs, continually cbanging their 
specificities according to thc global charactcristics of visual scenes, experience and 

interna! representations. 
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Memory Systems oj the Brain 

Studies of animals with complex nervous systems, including humans, have provided new insights 
about how memory is organized in the brain. Neuropsychological analysis of patients with 
circumscribed memory impairment (amnesia) has led toa distinction between declarative memory, 
which is dependent on the structures damaged in amnesia, and nondeclarative memory, which is 
independent ofthese structures. Declarative memory is severely impaired in amnesia. It refers to 
information about previously encountered facts and events, the kind of information that is 
ordinarily available as conscious recollections. Declarative memory includes both episodic (event) 
memory and semantic (fact) memory, and is typically assessed in tests ofrecall, recognition, and 
cued recall. 

Nondeclarative memory is spared in amnesia. Nondeclarative memory is a heterogeneous 
collection of abilities that includes perceptuomotor skills, perceptual and cognitive skills, and 
conceptual and perceptual priming. Priming refers to an increased facility for identifying words or 
other perceptual objects, as a result of recent encounters with them. Nondeclarative memory also 
affords the ability to exhibit shifts in preferences and judgments aft.er exposure to novel material, 
and the ability to change gradually one's response to the externa! world as the result of 
conditioning. These findings provide strong evidence that memory is not a unitary mental 
function, but a collection of different abilities. 

The study of retrograde amnesia, i.e., the loss of memory leamed prior to the onset of amnesia, 
provides additional clues about the foundation and neurological organization of memory. The 
brain system damaged in amnesia is essential for the formation and storage of declarative memory 
and for its retrieval during a lengthy period of consolidation and reorganization. As time passes, 
the role of this system in memory diminishes, and a more permanent memory gradual! y 
develops elsewhere, probably in neocortex. These conclusions are supported by quantitative 
studies of retrograde amnesia in memory-impaired patients and more recently by prospective 
studies of retrograde amnesia in monkeys and rodents. 

Finally, cumulative and systematic work in monkeys has identified structures and connections 
important for memory function. The findings to date suggest that the hippocampal formation and 
the closely related perirhinal and parahippocampal cortices comprise the medial temporal lo be 
memory system. Stereotaxic lesions ofthe hippocampal region (involving hippocampus proper, 
dentate gyrus, and the subicular complex) produce only a modest leve! of memory impairment. A 
similar leve! of memory impairment is found after global ischernia, which produces readily 
detectable damage in the CAl region ofthe hippocampus and in the hilar region ofthe dentate 
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gyrus. Larger lesions that include the entorhinal, parahippocampal, and perirhinal cortices 
produce more severe rnernory irnpairrnent. Importantly, the perirhinal and parahippocampal 
cortex, and possibly other cortical areas projecting to entorhinal cortex, do not serve simply as a 
connecting route to the hippocampus but thernselves contribute to rnemory functions. The 
arnygdala does not appear to be an essential cornponent ofthis rnemory system, although it has 
been implicated in other kinds of cognitive functions, e.g. , the formation of associations between a 
stimulus and its affective component. 

l . Squire, L.R and Zola, S.M. Structure and function of declarative and 
nondeclarative memory systems. Proc. Nat. Acad. Sci. USA, 93, 13515-13522, 
1996. 

2. Squire, L.R and Knowlton, B.J. Memory, hippocampus, and brain systems. In 
The Cognitive Neurosciences, Ed. M. Gazzaniga (MIT Press, Cambridge, 
MASS) 1994. 

3. Squire, L.R and Zola, S.M. Memory, memory impairment, and the medial 
temporal lobe. Cold Spring Harbar Symposium on Quantitative Biology, pp. 
185-195, 1996. 
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Neuronal Mechanisms ofVisual Attention 

Robert Desimane and John Reynolds 
National Institute ofMental Health, 49 Convent Drive, Building 49, Room IB80, 

Bethesda, MD 20892 

Results from recordings in monkey visual cortex suggest that attentional control arises from the 
resolution of competitive interactions in the cortex. The competition between neurons representing 
different stimuli in the environment appears to take place at many processing levels in the 
extrastriate visual cortex, beginning at least in area V2. At the neurallevel, competition is 
evidenced by the inhibitory effects of competing stimuli on neuronal responses. Competition can 
be biased in favor of one stimulus over another as a result of many different mechanisms, both 
"top-down" and "bottom-up". At the neurallevel, top-down bias is evidenced by increased 
spontaneous firing rates and increased stimulus sensitivity of cells coding the relevant information 
for the task at hand. Prefrontal cortex may be a particularly important so urce of top down bias in 
tasks requiring working memory. Recent results suggest that intrinsic properties ofthe stimuli 
themselves, such as relative contrast, can also be a strong source ofbottom-up bias. Likewise, 
stimuli may acquire salience and a competitive advantage as a result of long-term associations with 
reward. 
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FUNCTIONAL ROLE OF THE PUL VINAR IN THE MACAQUE 

Carlos Acuña 

Uriversity of Santiago de Compostela 

From the early studies of the primate pulvinar, it is known that the neurons of 

this nucleus are strongly modulated by attention or intentional activities. 1 will present 

an overview of how this modulation occurs on neurons whose activity is related to 

visual fixation, saccade eye movements, or arm reaching to objects of behavioral 

interest. 

The pulvinar nucleus is reciprocally connected to neocortical areas that process 

different aspects of behavioral information (e.g.: parietal, frontal or temporal areas) . 

The activity of many pul vinar cells, therefore. is modulated during the performance of 

a behavioral task, sometí mes anticipating the presentation of relevan! stimuli . Cortico­

pulvinar connections carry information about selective attention and the behavioral 

state ofthe animal. Similarly, sorne pulvinar cells only become active when the animal 

visually fixates objects of high motivational value, or objects that can be used to guide 

subsequent behavior. Sorne of these cells were especial! y sensitive to movements of 

visual stimuli towards or away from the head. In fact , neurons in the pul vinar may be 

truly visual in the sense that they respond to specific visual stimuli and are related to 

spatially defmed visual receptive fields . These visual neurons. however, show spatia\ly 

selective enhancement of the visual response with attentional use, a property that 

makes them more similar to the fixation neurons ofthe parietal cortex. 

In general , no passive visual responses have been demonstrated in pulvinar 

cells, although a reduction in activity can occur with eye movements in the dark. A 

modulation of the excitability by orbital position of the eye has been described m 

pulvinar cells, as well as on thei.r target zones on posterior parietal cortex and in area 

V3A. Nevertheless, pulvinar neurons appear to modulate their activity only when 

saccadic or arm movements are used as a part of conditional behavior. The responses 

of different populations of pulvinar ce\ls change befare, during or after the onset of 

eye movements . These changes reflect, however, a participation in mechanisms more 

complicated than simple codiftcation of the metrics of movement. 
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A general feature of pulvinar neurons is that they are strongly modulated by 

different types of stimuli. For example, sorne pul vinar cells increase their activity to 

smooth pursuit eye movements when following an object of interest in combination 

with an arm movement towards the target. Other cells can be modulated similarly by 

two different behavioral events, for example, saccadic and arm movements aimed at 

the same target. Cells like these were found in the Lateral and Medial pulvinar nuclei, 

parietal area 7, and supplementary eye field . Neurons of Lateral, Oral, Medial, and 

Inferior pulvinar nuclei change their activity befare, during or after arm reaching 

towards objects of interest. However, only about 23% of the pulvinar cells appear to 

encode the parameters of the arm movement, compared to 76% of those in the 

posterior parietal conex (area 5). 

Results from pulvinar lcsions suggest a panicipation of this nucleus in visual 

salience. Reversible inactivation of Pdm (dorsomedial regían of Lateral pulvinar) 

increases eye movement reaction times when attention is switched from thc 

inactivated to the normal visual field . Furthemore, although visual pattern or color 

discrimination does not appear to actívate the pulvinar, pulvinar Lateral chemical 

deactivation does affect color discrimination if a distractor is present. Lesions of the 

posterior thalamus in humans, although sometimes difficult to intef1Jret, appear to 

show alterations of attentional control. Moreover, measurements of regional cerebral 

flow with PET in humans show pulvinar activation in tasks that require focusing 

attention or to scrutinize visual patterns. For example, in a recognition task, that 

involves comparison of stored with actually seen patterns, the left pulvinar is activated 

together with severa! conical areas functionally related to this task. 

In general, different types of sensori~l stimulus, focal attention and intention 

modulate pulvinar cells. The pulvinar nucleus, therefore, may be part of a distributed 

system that links cortical areas at the serví ce of a specific behavioral activity . 

Acuña, C., Gonz.ález. F., DomingucL. R. Scnsorimotor unit activity rclated to intenúon in ú1e pulvinar 

ofbehaving ~bus Apella monkeys. Exp. BrAin Res. 52: 41 1-422. 1983 . 

Acuña, C., Cudeiro. l .. Gonzlilcz, F .. Alonso. l.M .. Pércz, R. Lateral-posterior and pulvinar rcaching 

ce lis- a comparison with parietal area 5a : a study in bchaving Macaca Nemestrina monkeys. Exp. Brain 

Res. 82: 158-166, t990. 

Desimane, R., Wessinger, M .. 1l10mas, L .. Schcider, W. Anentional control of visual pcrception: 

conical and subconical mechanisms. Cold Spring Harbar Symp. Quant. Biol. 55: 963-97 t. 1990. 
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Robinson, D.L., Cowie, R.J. The primate pulvinar: structural, functional, and behavioral components of 
visual salience. In: D.A. McCormiclc, M. Steriade, and E.G. Jones (eds): Thalamus: Organization in 
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INFLUENCE OF ATTENTION ON NEURAL REPRESENTATIONS 
IN MONKEY VISUAL CORTEX 

John H.R. Maunsell 

Division of Neuroscience S-603 
Baylor College of Medicine 

One Baylor Plaza 
Houston, TX 77030 

USA 

Microelectrode recordings from the visual cerebral cortex ofbehaving monkeys have shown 
that responses of individual neurons can depend greatly on whicb aspect of the scene the animal is 
attending to (Desimane & Duncan 1995, Maunsell 1995). Accumulating evidence suggests that 
while the early stages of the visual pathway provide a faithful representation of the retina! image, 
later stages of processing in visual cortex hold representations that emphasize the viewers' current 
interest. While enhancement of sensory responses by attention has been found in many areas of 
the visual cortex, much less is known about whether attention dynamically alters the selectivity or 
reliability of sensory signals to improve behavioral performance. 

We ha ve examined these questions by recording from individual neurons in area V4 of trained 
monkeys while they perforrned a delayed match-to-sample task. Fixation was monitored and the 
animal was required to hold its gaze on a central fixation spot while doing the task. On each tria! 
stimuli were presented simultaneously at two locations: one inside the receptive field and one 
outside. The animal was insUUcted to attend to the stimulus in only one location on a given trial . 
The stimulus inside the receptive field was a temporally-counterphasing patch of grating, the 
orientation of which was varied from trial to triaL The stimulus outside the receptive field was a 
uniforrn patch of color. By presenting different orientations in the receptive field, we obtained two 
orientation tuning functions for each neuron under conditions of identical visual stimulation, one 
when the orientation in the receptive field was being attended to, and the other while the animal 
was attending to the color stimulus, and ignoring the óriented stimulus inside the receptive field . 

Most neurons (135/185) had orientation tuning curves in both conditions that were well fit by 
Gaussian functions. For 73% of these cells, the amplitude of the tuning function was greater when 
the animal attended to the receptive field stimulus (median +21 %, n=l35). Attention did not 
appreciably sharpen the tuning, as measured by the width of the fitted function (median 0 .6% 
narrower). We also found that attention did not significantly alter the function relating the mean rate 
of firing to its variance (t-test, p > 0.25), suggesting that it does not increase the reliability of 
signals in V4. 

Thus, selective attention scales sensory responses in area V4 multiplicatively, without altering 
the underlying orientation selectivity or the variability of responses. 

Desimane, R., Duncan, J. (1995) Neural mechanisms of selective visual attention. Ann. Rev. 
Neurosci. 18:193-222 

Maunsell, J.H.R. (1995) The brain's visual world: Representation of visual targets in cerebral 
cortex. Science 270:764-769. 
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Visual Suñacc Segmentation and Motion Processing 

Severallines of evidence indic.ate tbat the interpretation 
of retina! irnage motions depends u pon the larger spatial and 
temporal context in which they appear. Forrnally spealcing, this 
context dependence is.a functional necessity, as local retina! 
image motions bear a non-unique relationship to the object 
motions that constitute perceptual experience. Contextua( 
manipulations have been largely absent from studies of cortical 
motion processing, however. As a result, metían processing is 
generally characterized in terrns of the local properties of the 
retina! stirnulus rather than the visual scene structures from 
which these properties arise. ln a series of parallel 
psychophysical and neurophysiological experiments, we bave 
explored relevant stimulus variables, neural correlates, and 
underlying mechanisms for the role of context in visual motion 
processing. The results of our research suggest that surface 
segmentation processes re-interpret local motion signals to 
render a scene-based representation of visual motion. 

The frrst-step in this operation is the identific.ation of 
moving irnage features that arise from occlusion or changes in 
illumination (Shimojo et al., 1989; Stoner and Albrigbt, 1993). 
These "extrinsic" features must be processed differently from 
"intrinsic" features, which reflect real surface properties. In 
psychophysical experiments, we have examined the variety of 
irnage cues that govem this process offeature classification 
(e.g. Stoner et al., 1990; Stoner and Albright, 1993; Stoner and 
Albright, 1996; Stoner and Albright, 1997). These irnage 
variables include luminance, chrominance, spatial frequency, 
binocular disparity, as well as size cues for foregroundl 
background assignrnent. Despite !he diversity of mechanisms 
seemingly needed to account for the influence of these varied 
image parameters, our results point to a common principie: 
motion perception is impacted inasmuch as these 
manipulations suggest !he presence or absence of 
depth-from-occlusion. Specifically, we have found that feature 
classification cues dictate wbether a dynamic retina( irnage is 
perceived as a single or multiple moving surfaces, and tbereby 
markedly alter perceived direction of motion. 

In neurophysiological experirnents, we have found that 
the directional selectivity of many neurons in the middle ' 
temporal arca (area M1) of primate visual cortex parallels these 
perceptual phcnomena. Thus, the response of an MT ncuron to 
!he motion of intrinsic image features is typically larger than 
that elicited by extrinsic features (Stoner and Albright, 1992). 
In addition, we ha ve found that manipulations of perceptual 
feature classification alter the responsivity of MT neurons even 
when such manipulations occur outside the classical field 
(Stoner ct al., 1997), thus implicating the non-classical 
surrciund in these contextua! phenomena. 
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We have also carried out a variety of experiments to 
identify the type of mechanism that underlies these perceptual 
and neuronal phenomena. Firstly, by dissociating cues for 
feature classification from the distribution of Fourier 
components in a moving pattem, we have ruled out the 
possibility that the latter provide a plaus ible low-level 
explanation for these effects (Stoner and A lbright, 1996). 
Secondly, by dissociating depth-from-occlusion cues from 
feature similarity, we ha ve demonstrated that the segmentation 
of dissimilar moving features cannot be accounted for via 
feature-specific motion channels (Stoner and Albright, 1997). 
Our results instead implicate neural mechanisms sensitive to 
image cues for surface segmentation. 

The results of these various experiments demonstrate 
the essential role that contextua! manipulations play in 
understanding the transforma! ion from neuronal representations 
of local retina! image features to representations of visual scene 
attributes . This view, moreover, reveals that the integral ion of 
information from different visual dimensions, such as 
luminance, chrominance, binocular disparity, and motion, is a 
necessary step in the formation of scene-based representations . 

References 

Croner LJ and Albright TD ( 1997) lmage segmentation 
enhances discrimination of motion in visual noise. Vision 
Research, 37, 1415-1427. 

Shimojo S, Silverrnan GH, and Nakayama K (1989) Occlusion 
and the solution to the aperture problem for motion. Vision 
Research, 29, 619-26 

Stoner GR and Albright TD ( 1992) Neural corre lates of 
perceptual motion coherence. Nature, 358,412-414. 

Stoner GR and Albright TD ( 1993) lmage segmentation cues in 
motion processing: lmplications for modularity in vis ion. J. 
Cognitive Neuroscience, 5, 129-149. 

Stoner GR and Albright TD (1996) The interpretation ofvisual 
motion: Evidence for surface segmentation mechanisms. Vis ion 
Research, 36, 1291-1310. 

Stoner GR and Albright TD ( 1997) Luminance contras! affects 
motion coherency in plaid pattems by acting as a depth-from­
occlusion cue. Vision Research, in press . 

Stoner GR, Albright TD, and Ramachandran VS (1990) 
Transparency and coherence in human motion perception. 
Nature, 344, 153-155. 

Stoner GR. Duncan R. and Albright TD ( 1997) Stereo-based 
terrninator classification affects area MT responses. Assoc. Res . 
Vision Ophthalmol. Abstr., 38, S918 . 



Instituto Juan March (Madrid)

47 

INFEROTEMPORAL COLUMNS ANO OBJECT VISION 

Keiji T anaka 
RIKEN lnstitute, Wako-shi, Saitama, 351-01 Japan 

Area TE of the monkey inferotemporal cortex represents the final stage 
of the ventral visual cortical pathway, which is thought to be essential for visual 
object recognition, that is; recognition of objects from their visual images. The 
recognition process is flexible, tolerating marked changes in input images due 
to changes in illumination, viewing angle, and pose of the object. We ha ve 
studied the functional architecture of TEto find mechanisms under1ying the 
flexible properties of visual object recognition in the primate. 

We developed a systematic reduction method to determine the 
stimulus selectivity of each individual cell: first, many 3-dimensional animal 
and plant models were presented to find the effective stimuli; and, second. 
the images of the effective stimuli were simplified step by step to determine 
the features critica! for activation. By appling it to over 300 TE cells, we found 
that most cells in TE required moderately complex features for their 
activation. We also found that cells recorded throughout a vertical 
penetration responded to similar critica! features. Such commonly 
responding cells were limited to a short span of around 400 f.1 in length in 
horizontal penetrations. Thus, we have concluded that there is columnar 
clustering of cells with similar selectivity. 

To further study the columnar organization in TE. we used optical 
imaging. We first determined the critical features for 15 to 25 single cells in 
several unit-recording sessions, and then intrinsic signals were imaged during 
visual stimulation with the critica! features. The image during stimulation with 
a critica! feature divided by that during stimulation with a control stimulus 
revealed activation of a small spot covering the electrode penetration from 
which the critica! feature was determined. The averaged diameter of the 
activation spot was 490 f.l. In addition, different but related critica! features 
determined for different cells recorded in the same penetration evoked 
activation in overlapped regions. Although the activation spots were 
overlapped, the overlap was partial and they expanded in different directions 
from the overtapped area. With a series of the same doll tace, the activation 
spot moved gradually in one direction as the tace turned from the right profile 
to the left profile through the front and 45 ,deg faces. The size of these overall 
regions was around 1 mm. Thus, we have suggested the presence of a 
continuous map of the space of complex features. Various kinds of 
computation may be carried out on this continuous map to realize the flexible 
properties of object vision in primates. 

References 
1} Tanaka K. (1996) lnferotemporal cortex and object vision. Annu. Rev. 
Neurosci. 19: 109-139. 
2} Wang G., Tanaka K., Tanifuji M. (1996) Optical imaging of functional 
organization in the monkey inferotemporal cortex. Science 272: 1665-1668. 
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Objects Representation and Recognition 

The visual recognition of an object depends on the process of comparing the 
appearance of the object with the representations of objects seen in the past. The 
representations and processes involved should support invariant recognition, that 
is, the ability to recognize a given object despite the large variability in the object 's 
appearance, caused by changes in viewing direction, illumination , occlusion, and 
the like. 

In this talk I will describe computational schemes for obtaining invariant 
recognition, and for representing individual objects and object classes . The fo­
cus will be on view-based schemes in which objects are represented by a small 
number of corresponding views. Severa! stored views of a familiar object can be 
combined in a way that leads to invariant recognition under a wide range of view­
ing conditions, including changes in viewing direction and changes of illumination. 
Views of different objects within a general class can also be used to obtain recog­
nition of a novel object within the class in question. The talk will discuss relevant 
psychophysical evidence, possible implications to the human visual system, and 
problems for future theoretical and empírica! studies . 
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On the Physiological Mechanisms of Binocular Rivalry 
Nikos Logothetis Max-Pianck lnstitute for Biological Cybernetics, Spemannstr. 38, 72076 
Tuebingen Germany 

Pictures that spontancously change in appearance, such as depth or figure-ground reversals, ha ve 
always been thought of as powerful tools for understanding the nature of the perceptual system. 
For the reason for the perceptual multistability, experienced when viewing such figures, most 
likely líes in the brain's physical organization; an organization that irnposes severa! constraints on 
the processing ofvisual infonnation. Why is it that our visual system fails to lock onto one aspect 
of an ambiguous figure? What accounts for the spontaneous changes of interpretation? What are 
the neural events that underlie such changes? Are there neurons in the visual pathways the 
activity of which reflects the visual awareness of the stimulus? 

Addressing directly such questions in invasive, laboratory animal experiments is extreme! y 
difficult for two reasons. First, the subject, presnmably a monkey, must leam to report subtle 
configurational changes for one ofthe handful of known multistable stimuli. Second, individual 
neurons must be isolated that specifically respond to this stimulus, with the hope that altemate 
perceptual configurations differentially actívate the ce! l. Fortunately, perceptual bistability can 
also be elicited by simply presenting a conflict to the two eyes, where the monocular images 
differ substantially in their spatial organization, color, or direction ofmotion. Rarely if ever will 
nonmatching stimuli be binocularly fused into a stable coherent stirnulus. Instead each 
monocular pattem takes its tum at perceptual dominance, only to be overtaken by its competitor 
after a number of seconds. This phenomenon, known as binocular rivalry, was first noted over 
two centuries ago (DuTour, 1760) and its phenomenology has been studied extensively over the 
past three decades in the field of binocular vision (for a review see (Blake, 1989). Does though 
binocular rivalry has anything in common with the other perceptua1 ambiguities? 

Psychophysical experiments initially suggested a peripheral inhibitory mechanism for rivalry, 
specifically invo1ving competition between the two monocular pathways. Rivalry has therefore 
been generally considered a form of interocular, rather than perceptual, competition. In other 
words, perception of a stimulus was thought to amount to "dominance" ofthe eye viewing this 
stimulus. Yet, we ha ve recently shown that the notion of"eye dominance" fails to account for the 
long periods of perceptual dominance of a stimulus presented altemately to one eye and then to 
the other (Logothetis et al., 1996). In our experiments the stimulus consisted oftwo rivalling 
patterns, a left and a right tilted grating, each presented to one eye, just as in all previous rivalry 
experiments. In contrast to previous studies, however, our stimuli were exchanged between eyes 
three times in a second. The subjects were instructed to report exclusive perceptual dominance of 
each stimulus orientation by holding down buttons on a computer-mouse. Tite result was 
unexpected. The temporal dynamics of the rivalry induced by the new stimulus were exactly the 
same with those measured in conventional rivalry. The two pattems were perceived in altemation 
ata pace that was entirely independent oftheir physical altemation between eyes, a finding 
suggesting indeed a common mechanism between binocular rivalry and other bistab1e 
phenomena. How do though neurons in different arca respond to their preferred stimulus as the 
perception of this stimulus is continuously changing? 

To examine the neural responses in primary visual cortex and the early extrastriate visual arcas 
we trained monkeys to report the perceived direction or orientation of a stimulus under congruent 
and dichoptic stimulation conditions. During the behavioral-testing sessions single neurons were 
isolated in the central representations ofMT (Logothetis and Schall, 1989), V4 (Leopold and 
Logothetis, 1996), and at the border of striate cortex and V2 (V !N2) (Leopold and Logothetis, 
1996). To examine the neural responses ofhigher visual arcas, such as the inferior temporal 
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cortex, we trained the monkeys to discriminate anímate objects from simple geometrical pattems, 
such as gratings or sunbursts. 

Our recordings showed that roughly ene in three early extrastriate neurons tested modulated its 
activity in accordance with d1e perceptual changes. These modulating cells were almost 
exclusively binocular, and had a higher preponderance in area V 4 and MT than V 1N2. In 
contrast, the activity ofthe vast majority of studied temporal cortex neurons was found to be 
contingent upon the perceptual dominance of an effective visual stimulus. Neural representations 
in these cortical areas appear, therefore, to be very different from those in striate and early 
extrastriate cortex, reflecting mostly the perceived rather than the retina! stimulus. 

These findings make a few new points regarding both binocular rivalry and perception in general. 
First, the physiological results-just like the psychophysical results described earlier- are 
incompatible with the hypothesis that phenomenal suppression during binocular rivalry results 
from a blockade of information emanating from either eye. Eye-specific inhibition would be 
almost certainly reflected by decreased activity of monocular neurons (Blake, 1989), yet most 
monocular cells remained entirely unaffected during rivalry suppression. Instead, the highest 
fraction of perception-related neurons were binocular and encountered in the extrastriate areas V 4 
(Logothetis and Scha\l, 1989), and MT (Leopold and Logothetis, 1996). 

Second, it is interesting, though perhaps not surprising (given the responses obtained in the 
anesthetized preparation), that neural activity in visual cortex does not always predict awareness 
of a visual stimulus. While sorne neurons appear to modulate their activity in perfect correlation 
with the animal's changing perception, many others continue firing whether or not the stimulus is 
perceived. 

Blake RR(l989) A Neural Theory ofBinocular Rivalry. Psychological Review, 96, 145-167. 

Desimane R, Duncan J (1995) Neural mechanisms of selective visual attention. Annual Review 
ofNeuroscience, 18, 193-222. 

DuTour M (1760) Discussion d'nne question d 'optique (discussion on a question of optics) 
Academie des Sciences. Memoires de Mathematique et de Physique Presentes par Divers 
Savants. 

Leopold DA, Logothetis NK (1996) Activity changes in early visual cortex reflect monkeys' 
percepts during binocular rivalry. Nature, 379, 549-553. 

Logothetis NK, Leopold DA, Sheinberg DL ( 1996) What is rivalling during binocular rivalry? 
Nature, 380, 621-624. 

Logothetis NK, Schall ID (1989) Neuronal correlates of subjective visual perception. Science, 
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Sbeioberg DL, Logothetis NK (1997) The Role ofTemporal Cortical Areas in Perceptual Organization. 
Proc. Natl. Acad. Sci, 94. 
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GABAPOSITIVE NEURONS WITH AMPA GLUR 1 AND GLURZ/3 

IMMUNOREACTIVITY IN THE RAT STRIATE CORTEX 

IÑAKI GUT!tRREZ-IBARLUZEA, JUAN l. MENDIZABAL -ZUBIAGA, 

(ONCEPCION REBLET AND JOSt l. 8UENO-l0PEZ 

0EPARTMENT OF NEUROSCIENCES. THE UNIVERSITY OF THE 8ASQUE (OUNTRY, 

E-48940 LE!OA, BtSCAY, SPAIN 

The co-localization of GABA with AMPA receptor subunits 
GluR1 or GluR2/3 was analysed in the striate cortex of 
adult rats by post-embedding immunocytochemistry in 
semithin sections. Adjacent 1-J..Lm-semithin sections of 4 
brains were alternatively incubated with specific antibodies 
against GABA and the GluRl and GluR2/3 subunits. The 
post-embedding immunocytochemistry showed that 38% of 
GABAergic neurons contained the GluRl subunit (with most 
localized to the infragranular layers) and 10% contained the 
GluR2/3 subunits (with most localized to layers 1, 11/111 and 
VI). Additionally, all GluR1 and GluR2/3 immunopositive 
cells in layer 1 were GABAergic and most GluRl and 
GluR2/3 immunopositive cells in the remaining layers were 
non-GABAergic (72.5% and 98.5% respectively) . Previous 
work has shown GluR1 immunoreactivity in non-pyramidal 
neurons and GluR2/3 immunoreactivity in pyramidal 
neurons. However, this study is the first to demonstrate 
that there are GABAergic neurons co-localized with GluR2/3 
AMPA subunits. This small but significant subset of 
GABAergic neurons could have AMPA receptor channels with 
a very low Ca2

+ permeability-because of the GluR2 subnit­
and thus be protected against overexcitation. However, no 
distinction between GluR2 and GluR3 subunits was possible 
in our study. Further studies are necessary to correlate the 
presence of distinct subsets of AMPA receptor subunits to 
the anatomically and chemically well-established GABAergic 
subtypes of cells. 
The full account of this work is (in pres8) to be published in NeuroReport 
(Gutiérrez-Ibarluzea et al., Vol. 8, # ll; cover date: Monday 28th July, 
1997). Supported by the University of the Basque Country, the Regional 
Governrnent of the Basque Country and the Spanish Governrnent (grant 
UPV-212.327EB179/96, doctoral grants to I.G-1. and J .L.M.-Z .. and 
grants DGICyT PB92-0463 and FIS 94/1684, respectively) . 
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Neural Correlates of Target Selection in Area MT 

9iedrius T. Buraeas & Thornas D. Albright 
VCL, The Salk Institute, 10010 N.Torrey Pines Rd. 

La Jolla, CA, 92037, U.S.A. 

Visual search is a psychophysical paradigrn traditionally used to explore the 

dynamics and rnechanisrns of focal visual attention. Using this paradigrn we have 

previously shown that both human and rhesus rnonkeys' search times for targets defmed 

by color/rnotion conjunctions depend Iinearly on the nurnber of distractors in a search 

array. This dependency is comrnonly accepted as evidence for dynarnic and voluntary 

allocation of focal attention. Now we have explored neurophysiological correlates of 

focal attention in rhesus rnonkeys perforrning such a search task. Specifically, we have 

recorded responses of directionally selective neurons in area MT of a rnonkey engaged in a 

visual search task. The sarnple, forrned by a unique conjunction of color (red or green) 

and direction of rnotion (preferred or null direction) of a texture inside a circular aperture, 

was followed by a search array, cornposed of eight apertures each containing one of four 

possible cornbinations of selected colors and directions. The rnonkey was required to 

saccade to the unique target that rnatched the sarnple upon detection, or to rnaintain 

central flxation on target-absent trials. Responses of more than a third of MT neurons 

recorded from during the search task, exhibited signif¡cant response modulation when the 

search target was positioned within the receptive fleld. This modulation was expressed as 

an enhancernent (up to 220% of the estirnated baseline) of the neuronal response prior 

(90-200 rns) to a saccade to the target. The time course of the neuronal response 

modulation thus paralleled behavioral target detection. The modulation significantly 

increased discrirninability of the target's direction of rnotion. This finding suggests that 

attentional rnodulations of neuronal activity rnay enhance inforrnation processing of 

sensory targets. 
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Comparison of the neuronal activity in the SMA and in the ventral cingulate cortex during 

prehension in the monkey. Genevieve Cadoret, Cognitive Neuroscience Unit, Montreal 

Neurological Institute; A.M. Smith, Department of Physiology, University of Montreal. 

Two M.fascicularis monkeys were trained to use the thumb and forefinger to lift and 

hold an instrumented device within a position window for 1s. This apparatus was equipped to 

measure the grip and lifting forces exerted by the animal, and the displacement of the object. 

On blocks of trials the weight and surface texture could be varied, and a force pulse 

perturbation could be systematically delivred 750 ms after the object entered the window. Two 

clusters of cells in the medial wall of the frontal lo be were found to be active in relation to the 

task. One group of cells (n = 115) was located in the caudal and medial part of area 6 in the 

supplementary motor area (SMA) and the other (n=92) was located in the ventral bank of the 

cingulate sulcus (CMAv) in area 23c. A strong similarity was observed between the SMA and 

CMA v neurons in their sensorimotor features as well as the modulation of their activity in 

relation to the prehension task. In both areas, the number of cells with proprioceptive fields 

was considerably higher than that of cells receiving cutaneous afferents . Most of the neurons 

were phasic cells, increasing their firing rate < 500ms before the grip force onset. In both 

areas, the neuronal activity was poorly related to grip forces. No evidence of preparatory 

responses to the perturbation was found in the cingulate cortex and only 5 cells in the SMA 

exhibited a preparatory response. These results confirm that the SMA and the CMAv have 

neurons directly involved in the sensorimotor control of the hand. These neurons seem to be 

activated in parallel during the prehension task and to be more related to the initiation of the 

grip rather than to the modulation of the fingers forces. (This research was supported by the 

MRC of Canada). 
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Smooth pursuit to a movement flow and associated perceptual judgments 

Yue Chen, Robert M. McPeek, James Intriligator, Philip S. Holzman & Ken Nakayama 

Department ofPsychology, Harvard University, Cambridge, Massachusetts, USA 

Smooth pursuit is conventionally regarded as foveal tracking of a small moving target. Here, we 
show that smooth pursuit can be generated by a moving random-dot pattern even when the 
possibility of focusing on individual dots is eliminated. Observers were instructed to follow the 
movement flow of a random-dot pattern (24 x 6 deg), either to the left or to the right. In 
Experiment 1, we limited dot lifetime (60 ms and 600 ms) in order to prevent observers from 
using any single dot for continuous tracking. Observers were able to initiate robust smooth 
pursuit to fast (>5 deg/s), but not to slowly, moving dot patterns. The overall quality of 
maintained smooth pursuit was comparable to, or under sorne conditions better than, that 
observed with a single dot stimulus. The transience of dot life (e.g. 60 ms) virtually excludes the 
feasibility of using any particular dot continuously. Therefore, the accurate tracking must be 
based on information extracted across the field. In Experiment 2, we examined smooth pursuit 
as a function of random dot coherence. On each tria!, motion coherence was randornly chosen to 
be 10, 20, 40, or 80%. At low coherence levels, observers occasionally initiated smooth pursuit 
in the direction opposite to the coherent motion. Unexpectedly, this tracking in the wrong 
direction was also observed with stimuli for which observers could make accurate perceptual 
judgments (e.g., 20-40% coherence). In Experiment 3, observers were asked on each tria! to 
track the stimulus and also to judge its direction of motion. A trial-by-trial comparison verifies 
that tracking in the wrong direction is uncorrelated with the accuracy of perceptual judgment. In 
conclusion, smooth pursuit to a movement flow can be produced in the absence of continuously 
present individual elements whereas this tracking may not entirely depend on the sensory signa! 
processing for direction perception. 
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Visuotopic Map in Primary Visual Cortex Shows Systematic Distortions that 
Match Orientation Singularities. 

Aniruddha Das & Charles D. Gilbert 

The map of orientation columns in primary visual cortex (V1} is known to 
show a systematic pattem of strong local distortions, with a generally 
smooth progression of orientation preference interrupted periodically by 
sharp jumps (fractures) and point singularities. The map of visual space 
on V1, on the other hand, has been assumed lo be locally smooth and 
isotropic, with only a gradual change in cortical magnification on moving 
from the centre to the periphery of visual space. Any deviations in 
smoothness were attributed to random scatter in !he positions of receptive 
fields. 

In contras! lo the above expectation of smoothness, we find that !he map of 
visual space on cal V1 shows strong and systematic local distortions in 
register with the inhomogeneities in the map of orientation. By using a 
combination of optical imaging (of intrinsic signals} and extracellular 
recording we find that the rate of movement of receptive fields across 
cortex is largely linear! y proportional lo !he local rate of change of 
orientation. Thus, pairs of neurons lying on either side of an orientation 
singularity have essentially non-over1apping receptive fields while neuron 
pairs lying in regions of cortex where orientation preference changes 
slowty or remains constan! have receptive fields with progressively greater 
degrees of over1ap. Due to this linear proportionality, two-dimensional 
maps of retinotopic co-ordinates projected on the cortical surface show 
systematic stretching and compression reflecting !he under1ying rate of 
change of orientation preference. Further, the factor of proportionality 
linking receptive field movement with changes in orientation equals roughly 
2 receptive field diameters for each 180-degree shift in orientation; this 
suggests that the coverage of visual space by receptive fields may not be 
homogeneous at all orientations. 

.. 
Our findings of matched systematic distortions in !he maps of orientation 
and visuotopy suggest that the short-range lateral connections under1ying 

local cortical processing in V1 could also display a corresponding range of 
functional connectivity, from local cortical circuits that connect neurons 
that are maximally similar to circuits connecting neurons that are 
maximally dissimilar. Such a range of functional connectivity might 
reflect the range of visual processing believed to occur in V1. 

Aniruddha Das 
Rockefeller University, 
1230 York Ave, New York, 
NY 10021, 
U.S.A 

ph: 212 327-7770 
FAX: 212 327-8240 
E-MAIL: das@ma.rockefeller.edu 
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ROLE ANO MECHANISM OF ACTION OF THE NITRIC OXIDE- cGMP PATHWAY IN THE CONTROL OF 
HORIZONTAL EYE MOVEMENTS BY PREPOSITUS HYPOGLOSSI NEURONS. M Escudero· B 
Moreno-Looez•§ and C Estrada§. Laboratol)l of Neuroscience, Faculty of Biology, University of Sevilla, 
and §Department of Physiology, Faculty of Medicine, UAM, Madrid, Spain. 

Motoneurons controlling horizontal eye movements receive both velocity signals and position signals 
which allow eye displacement and fixation, respectively. The conversion of velocity signals to position 
signals requires an integration process that takes place, at least in part, in the prepositus hypoglossi {PH) 
nucleus. This nucleus contains a large number of neurons expressing NO synthase {NOS) and , 
therefore, are able to produce the intercellular mesenger nitric oxide {NO). The objective of this work was 
to study the role of NO produced by PH neurons in the control of eye movements in the alert cat, and the 
possible mechanisms by which NO exerts its action in this sensol)l-motor system. 

Adutt cats were prepared for chronic recording of eye movements by the scleral search coil technique 
and for intracerebral microinjections in the PH nucleus. Experiments were performed in alert conditions 
during spontaneous eye movements and u pon induction of the vestíbulo-ocular reflex {VOR) . 
Recordings were obtained before and alter local administration of drugs affecting the NO-cGMP pathway 
and other neurotransmitter systems acting in the PH nucleus. 

Local injections of the NOS inhibitors L-NAME and L-NMMA induced a nystagmus with slow phases in 
a direction contralateral to the injected side, whereas injectlons of the NOS substrate L-arginine, the NO 
donors SNP and SNAP and the cGMP analog 8-Br-cGMP resultad in nystagmic eye movements in the 
opposite direction, suggesting that NO produced by PH neurons, acting by soluble guanylyl cyclase 
activation, is required for the normal performance of eye movements. 

The slow phases elicited by L-NAME, L-NMMA and L-arginine, which affect NOS activity and, 
therefore, modify endogenous NO levels, were linear and disappeared almost completely when visual 
input was allowed in light conditions. During VOR, these drugs produced a velocity imbalance similar in 
magnitude to that measured during spontaneous eye movements, without alteration of the reflex gain. 
These resutts suggest that NO produced by neurons in the PH nucleus affects selectively the processing 
of velocity signals without modifying the integrator function. 

On the other hand, the slow phases of the nystagmus induced by administration of NO donors and 8-
Br-cGMP were best fitted by an exponential equation. Furthermore, in light conditions, when the 
nystagmus was attenuated, a loss of eye fixation was evident, indicating an alteration of the position 
signa!. During VOR, these drugs produced the expected velocity imbalance, and no change in the gain of 
the reflex. These data indicate that exogenous NO was acting on additional guanytyl cyclase-containing 
structures, which are not physiological targets of the NO synthesized by PH neurons. These additional 
structures are involved in the integration of velocity signals during spontaneous eye movements, but not 
during VOR. This is interesting because this is the first time, as lar as we know, that integration processes 
for two types of eye movements ha ve been dissociated pharmacologically, questioning the present 
hypothesis of a unique integration mechanism for the different velocity signals. 

Bicuculline, an inhibitor of GABA A receptors, mimicked the action of NOS blockers when injected in 
the PH nucleus of alert cats, this is, it produced nystagmic eye movements with linear slow phases 
directed towards the contralateral side during spontaneous eye movements and velocity imbalance 
without gain alteration during VOR. lnhibition of AMPA and NMDA glutamatergic receptors or glycinergic 
receptors resutted in qualitatively different alterations including both velocity and integration function. 

The results indicate that i) NO produced by PH neurons modulates via cGMP the generation of thE 
motor signa! that control horizontal eye movements, ii) NO produced by PH neurons affects thE 
processing of pure velocity signals, without altering the integrative capacity of the nucleus, by 2 
mechanism involving GABAergic synapses, and iii) The differential alteration of the integrative functior 
during spontaneous eye movements and VOR induced by guanylyl cyclase activation indicates that bot~ 
processes occur in the same nucleus although by separa te mechanisms. 

This work was supported by grants 94/0366 and 9712054 from FIS, Spain. 
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Title: FREQUENCY ANALYSIS OF EEG DURING SPATIAL ATfENTION ON 
HUMAN SUBJECfS 

Authors: C. Gómez, M. Vázquez, D. López-Mendoza, E. Vaquero, A Barrera and S. 
Millán 

Adress: Lab Psychobiology, Department ofExperimental Psychology 
Urúversity ofSevilla., Avda San Francisco Javier s/n, C.P. : 41005 

In the present study the EEG during spatial selective attention on human subjects was 
analyzed. We used event-related potentials (ERPs) (averages on time domain) as well as 
spectral analysis on EEG (averages on frequency domain). 
The EEG was recorded on 13 positions of the scalp. The subjects were presented with 
stirnulus in the right and left visual field, attending to the left or the right side in subsequent 
trials. On the ERPs the voltage amplitudes and latencies of Pl, Nl and subsequent 
components was analyzed. The results showed sigrúficant differences between attended and 
unattended conditions for the latency and for the amplitude. On the frequency analysis of 
the EEG, the power spectral density ofthe EEG was computed in the time window after the 
onset of the stimulus. We detected a supression on alpha band and an increase on the low 
beta band in attended conditions vs unattended conditions. 
These results irnplies that spatial selective attention produces brain processing changes that 
can be detected in both, frequency and time domains. It must be remarked that this result 
has been obtained comparing attended vs. unattended conditions, so the obtained results can 
be considered as a selective attention effect rather than an arousal effect. 

Keywords: 

EEG- Frequency analysis- Spatial attention- ERPs- Alpha band- Beta band 
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CONTOUil Dli:TI'CilBll.:. T1t' MAY BE A FUNcrtO!'I OF BOllf DIRECT ~ MEDIATED CONTJ!.XTIJAL INTE:RACriONS. 

PaW. George Lovell and Wili.Wn A. l'hillips 

Centre for Cognilive and Computationa! Neuroscicnce (CCCN), Dcpartmmt of Psyc.hology, Univcrsity r:f 

Stirling, Stirling, FK9 4LA, Scotland, U){. 

Psychophysical studies show that contour detectability can be influenced by botb local (Field, 

Hayes & Hess, 1993) and global characteristics (Kovaks & Julesz, 1993). The results reportcd here 

confirm and c.xtend these findings, and suggcst tbat tbey may both depend upon long-range 

horizontal collaterals withln visual cortex (Gilbert, Das, Ito, K.apadia & Westhcimer, 1996). In 

stimuli with constan! local sti.mulus relations but varying global organization wc confirm the e!Tcct 

of closure (Kovaks & Julcsz,l993), and also show lhat detectability increases with increases in the 

global curvature of contours that are not closed. This suggcsts that relations betwcco proccssors 

that are not themselves directly connccted a!Tcct figura) detectability. Such effects could involve 

transmission of contextua.! grouping and/or amplifying signals through casca.des of intcrmediate 

local contextua! interactions (Fiorcano 1997). Evidcnce for such mcdiated interactions comes 

{roro a perceptuallea.ming paradigm (Polat & Sagi, 1994). Thcir results deroonstrated that flanking 

Gabor patches, seperatcd by as muchas 91.. from a central low-contrast targct patch, can facilitate 

the detection of the target. They hypothesize that sucb e!Iects are mcdiated via cascadcs of local 

interactions. We are currenUy testing this hypothcsis within the contour detcction paradigm. Local 

processors reccive direct coordioating input from only a tiny fraction of the set of other 

processors with whicb grouping is likely to be useful. Mediatcd contextua} interactions may 

therefore play a major role in global organization. Studics of global intcractions analagous to those 

reported here could also be carricd out using visual evoked potential techniqucs (Polat & Norcia 

l996) and with single unit (e.g. Kapadia, Ito, Gilbcrt & Wcstheimer, 1995) and multiplc single unit 

techniques ( e.g. Singer 1995). 

Ficld DJ, HayCJ A. & H<~s R.F., 1993, Contour /ntegration by tht Human Visual System: Evtdena for a Local 
''A.<sociation Fielá".Vilion Rce. Vol.33, No.2. pp. l73-193 . 

Ftoroano, F., 1997, An lt~luruJI Tucher, In prcs1, Thc Bdlaviourol ond Brain Sciencc¡, Dec:cmbcr, 1997. 

Gilbert C . D~ Du A., lto M., Kapadia M., Wcstbeimcr 0 ., 1996, SJH'IIallnlegnliiQn and cortical dynamic. Procecdings 
of lbG National Acadetny of Sciencu of lhc Unitcd S Lotes of Amc:rica, Vol.93, No.l, pp.61S-622. 

Kapadio M .K., lto M, Gilbat, C.D, &. Wcstheima G. 19~S. lmprovtmtnl in Yisual Stii.SIIIvlty by Changos In Local 
Conte:ct: Para/le/ Stuáics itt Human Obstf'llcrs and In JI/ of Alut Monkeys, Ncuron, Vol.t S, pp. 843-856. 

Kovw K.. ll. Juleaz B., 1993, Á c:lostá CUTl't is much more lhan <ltf incomplett oM: Efftcl of clasurt in figurt-grouná 
segmtntalion. Proc. NatL Acad. Sci. USA. Vo\.90. pp. 7495-7497. 

Polat U. & Norcio AM., 1996. Neuroployslologic~/ ev/áene<: for conlr~st á•ptndent /ong-range facilitation tznd 
supprr:sslon In /he human vi.sual-cortex, Vision Rc&e.arcb, 1996. Vol.36, No.14, pp.2099-2109. 

Po1at U. &:. Sa¡i D., 1994. Spatlal inleractlons in huntan vision: From near to far via upi!Tiencc-dop<ndent cascaúes 
of conncctions.Proc. Natl. Acad. Sci. USA. Vo1.91 . pp. 1206-1209. 

Singct, W, 1995, Dev.topmetll aná pla3tlcity o/ rortlcal proccssing archltuturu. Scicnce, 1995, Vol.270, No.5237, 
pp. 758-764 



Instituto Juan March (Madrid)

61 

Synchronization of spontaneous activity along development in 
rabbit hippocampal slices. 
L.Menendez de la Prida, S. Bolea and J.V.Sanchez-Andres. 
Departamento de Fisiología, Instituto de Neurociencias, Universidad de Alicante, 
Campus de San Juan, aptdo 374, 03080 Alicante, Spain. 

Bursting is a fundamental hallmark of the immature hippocampal activity in-vitro. 
These bursts or giant depolarizing potentials (GDPs) are GABA and glutamatergic 
driven events. It has been recently hypothesize a hilar origin for such events sustained 
by the pacing role of the hyperpolarization-activated current present in the interneurons 
(Strata,F., Atzori,M., Molnar,M., Ugolini,G., Tempia,F., Cherubini,E. J Neurosci, 17, 
1435,1997). However, experimental evidences from another group support a CA3 origin 
since GDPs are recorded in isolated slices of this area (Khazipov,R., Leinekugel,X., 
Khalilov,l., Gaiarsa,J.L., Ben-Ari,Y. J Physiol, 498, 763, 1997). Here, we investigate 
the origin of GDPs in the hippocampal slices from newborn rabbits. Simultaneous 
intracellular recordings were performed at CA3, CAl and the fascia dentata (n=16). We 
confirm a high correlation degree of the spontaneous GDPs present in both CA3 and 
CAl regions (2.92 ± 1.38 GDPs/min). Cross-correlation analysis demonstrated that in 
statistical terms CA3 area precede CA 1 at about 192 ms, although a small population of 
discharges are recorded first in CAl (20%). Granule cells (GCs) in the fascia dentata 
also show GDPs at a frequency significantly lower than CA3/CA1 fields (0.89 ± 0.86 
GDPs/min, n=5). Dual recordings in CA3 and fascia dentata show that GDPs in GCs are 
synchronic with CA3 neurons although there is not any systematic preceding ce!!. To 
investigate the origin of GDPs we recorded from isolated CA3, CA 1 and fascia dentata 
areas. GDPs are present in every isolated subfield suggesting that they emerge as a 
property of the local circuits present throughout the hippocampus. 
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EDUARDO M. SÁNCHEZ VILA 
Depl de Electrónica e Computación 

Universidad de Santiago de Compostela 
15705 SANriAGO DE COMPOSTELA (Spain) 

COMPUTATIONAL SIMULATION OF TifE PRINCIPAL CUNEA TE PROJECTION NEURON 

The function of thalamocortical rhytlrms implied in the regulation of 
periods of wakefulness an<l sleep is one of the great unanswered ques­
tions in research into the somato-sensory system. Recent in vivo electro­
physiological stu<lies in cats in<licate the possibility that the aforemen­
tioned rhythms may control not only the activity of the Thalamus and 
the Cortex, but also that of the Cuneate Nucleus. In order to explain this , 
hypotheses ha ve heen made at the leve! of connections l>etween these three 
regions of the brain, at the leve! of the interna! circuitry of the Cuneate 
Nucleus itself and at the level of the properties of each of the neurons 
stu<lied. Experimental confirmation has been hindered hy the location 
an<l characteristics of the Cuneate Nucleus, which impede electrical sig­
na! recordings over long perio<ls of time, and the extraction of slices for 
the purposes of an in vitro study. 

As an alternative way, and already in the field of Computational Neu­
roscience, there exists the possihility resortinp; to mathematical models 
and computer simulation. Along these lines, we have proposed the mod­
elling of each one of the neurons of the Cuneate Nucleus, with the aim of 
finding the circuitry which may explain the experimental data. 

The first step consisted of dev.iloping .a cuneothalamic neuron model. 
For this we had recourse to the descrihed ionic burrents in thalamic neu­
rons, adapting them to our nee<ls. In this way we found that it is possible 
to replicate the electrical activity ohserve<l in in vivo recordings, com­
bining a fast sodium current, I.va , a delayed rectifier potassium current , 
I K, a low-threshold calcium current, Ir, a high-threshold calcium current, 
IL, a calcium-activated potassium current, le , and a hyperpolarisation­
activated current, h. The simulation was carried with PhasePlane {XP P) 
software on a Sun SparcStation20 workstation. In the Poster we will ex­
plain the results ohtained hy the simulation, accompanied hy the experi­
mental reconlings. 



Instituto Juan March (Madrid)

63 

The functional organization of central nervous system of insects: comparison 
with vertebrate. 

Irina Sinakevitch-Péan 

During last years, mostly grace of explosive development of molecular 
biology methods and gene manipulation, it was discovered that the vertebrate and 
invertebrate use the similar genes during development of embryo and of tissue-organs. 
In this communication, 1 would like to remember the works of Russian morphologist 
Zawarsin A.A. (1,2), who worked on the adult nervous systems of different order of 
insects using the methylene blue staip.ing technique. Base on his large experimental 
materials he formulated the theory of parallelism of tissue functions and structure in 
the evolution. He showed that the nervous system of highest invertebrate and highest 
invertebrate do not differ if make comparison by functional structure of nervous 
system and not on the leve! of one neuron. 

The central nervous system of insect comprises the brain, lying in the head 
above the stomodaeum, and a chain of connected ventral segmenta! ganglia fonning 
the ventl"!ll nerve cord (VNC), lying under the alimentary canal, extending from the 
mouth to posterior part of the body. Each ganglion of VNC has bilateral symmetry. 
Zawarzin (1,2) showed that insect ganglia has also dorso-ventral differentiation 
within ganglia. He characterized five morpho-functional regions in the neuropile of 
ganglia of dragonfly Aeshna working with methylene blue technique. The latest 
studies on the structural organization of nervous system confirmed these finding on 
the locust, cockroaches and bugs (3,4). Two nerve trunks leave symmetrically each 
ganglion to innervate the corresponding segment of animal body. Each nerve trunk 
comprises dorsal root that contain axons of motoneurones and ventral root with 
sensorial neurons. Sensorial neurons have their somata in the periphery of animals 
and send their axons into the ventral neuropile, that called ventral sensory neuropile 
. The somata of motoneurones líe on the ventral surface of the ganglia, motoneurones 
send their prirnary axons out from the ganglion by the dorsal root of nerve trunk. The 
motoneurones give rise their arborizations on the dorsal part of neuropile, that called 
dorsal motorneuropile . In insect ganglia there are also intraganlionic neurons that 
serve for integration of information between the sensory and motor neuropile and 
interganglionic neurons that serves as integration of sensory information between the 
brain and ventral ganglia. The neurons that send their axons from the brain have their 
fibers in the dorsal neuropile (dorsal neuropile of descending fibers). The neurons 
that make the interganglionic connections and that send information to the brain send 
their axons through ventral neuropile (ventral neuropile of ascending fibers). The 
central neuropile consists of axons of intra- and ínter- ganglionic neurons. There are 
no strike frontiers between this regions, however the position and morphology of 
neuron processes in the neuropile can deftned the functions of neurons within nervous 
system. Anatomical organization of VNC of highest insect can be related to that of 
bird and highest manunalian. However, the comparison should be done according the 
functional morphological structure of whole nervous system, but not at the leve! of 
single neurons. The structure of spinal nervous cord of vertebrate is mirror image of 
the insect VNC. The motoneurones leave the ganglion via ventral nerve trunk, the 
sensorial neurons send their axons into the dorsal nerves trunk. Ascending fibers 
are in the dorsal part of nerve tube and on the ventral side of tube are descending 
fibers. . 

The central nervous system is very importan! organ for life, the damage of 
CNS can induce the irreversible change in the function of organism and the death. 
Apparently, during evolution different way of the protection CNS occurred 
independently: the vertebrate has CNS on the dorsal side protected by skeleton and in 
insects CNS protected by ventral position. Differentiation of tissue in the evolution 
detennined by interaction and communication with environment that provide the main 
elementary function of.multicellular organism. These general functions are frontier, 
interna! media, reactivity, movement. They stayed the sarne for each organism in spite 
of the divergence of evolution. After divergence the multicellular organism developed 
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in parallels in the sarne environmental conditions , so they use the same or similar 
mechanisms for receiving, transfer and integration of signals from environment. It is 
importan! for theory of parallelism constant comparison of evolution of tissue (as 
CNS, for ex.) with evolution of function of tissue. Zawarzin A.A . showed that 
resemblance of architecture of CNS in different order animals deternúned not only by 
genetically family, but by the leve! of development performed by the function of 
CNS. The highest vertebrate should be compared with the highest invertebrate by 
function of CNS, as there are more similarities between highest vertebrate and highest 
invertebrate if compare the functions of CNS, than between lowest invertebrate and 
highest invertebrate. 
The aim of my research is to malee connections with old evolutionary works on the 
CNS together with new molecular biology methods and genetic to understand how 
the nervous system of highest invertebrate as Drosophila works. Future comparison 
should be done at the leve! of brain organizations between highest vertebrate and 
highest invertebrate. 

l.Zawarzin A.A. (1925) Der Parallelismus der Structuren als ain Grundprinzip der 
Morphologie. Z. wiss. Zool., 124,1.; 

. . 2.Zawarzin A. A. (l94l)Ocherki po evolutionnoi gistologii nervnoi sistemy. Isbr. tr, 3, 
Isd. AN USSR, M.-L. 1950 (in Russian); 
3.Cvileneva B.A .. ( 1970) About evolution of ventral nervous system of invertebrate. 
Leningrad, ''Nauka'', (in Russian); 
4.Plotnikova S.I. (l979)The structure of the central nervous system in insects. 
Leningrad, .. Nauka .. , (in Russian); 
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The Centre for International Meetings on Biology 
was created within the 

Instituto Juan March de Estudios e Investigaciones, 
a private foundation specialized in scientific activities 

which complements the cultural work 
of the Fundación Juan March. 

The Centre endeavours to actively and 
sistematically promote cooperation among Spanish 

and foreign scientists working in the field of Biology, 
through the organization of Workshops, Lecture 

and Experimental Courses, Seminars, 
Symposia and the Juan March Lectures on Biology. 

From 1989 through 1996, a 
total of 96 meetings and 8 

Juan March Lecture Cycles, all 
dealing with a wide range of 
subjects of biological interest, 

were organized within the 
scope of the Centre. 
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